Miniature 3D Microscope and Reflectometer for Space Exploration
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Characterization of objects in all dimensions at a microscopic level is important in numerous applications including surface
analysis on planetary bodies. Existing microscopes fit for this task are large bench-top devices unsuitable for in-situ use, particularly
in resource-constrained remote robotic exploration. Computational imaging techniques present a powerful means to overcome
physical limitations in fielded sensors, but have seen especially little use in space applications. We present a miniature (150 gram)
3D microscopic imager without moving parts capable of providing 1-megapixel images at approximately 1 micron horizontal and 5
micron vertical resolution. This device combines light-field imaging and photometric stereo to provide both 3D reconstruction and
reflectance characterization of individual soil grains. We thoroughly evaluate its performance by designing and nanofabricating a
3D-fiducial and further demonstrate its operation on a library of planetary soil simulants. This system opens vast opportunities for
extension, demonstrating the potential of computational imaging to amplify sensing capabilities in space.

Index Terms—3D-microscopy, multi-view stereo, gonioreflectometry, planetary exploration, computational photography

I. INTRODUCTION

ICROSCOPIC characterization is an invaluable tool

across applications including the study of surface mate-
rials on planetary bodies, analysis of rocks on earth, hazardous
material identification, and defect testing during manufacturing
or construction. Microscopy has therefore become a ubiquitous
method to inspect samples and collect detailed data. Carrying
versatile microscopic imagers in space is common, with the
Mars Hand Lens Imager (MAHLI) [1] aboard the Curiosity
rover the most prominent example. However, MAHLI does
not have sufficient resolution to inspect and map the grains
of regolith (soil), with tasks such as measuring grain size
and composition conducted by other science payloads. Future
exploration studies are focused on small and versatile robotic
platforms which can reach currently inaccessible environments
and cover large areas, for which the resources available for
science payloads are highly restricted. We therefore propose
an in-situ miniature 3D microscope delivering grain-of-sand
resolution micrographs combined with powerful computational
imaging methods such as 3D modeling and reflectometry. With
this device, samples can be remotely studied in depth and with
versatility akin to having a sample in the lab.

Many data gathering tasks occur in harsh or remote lo-
cations that complicate both the collection of samples to
return to a lab for study or the use of large, fragile imaging
equipment. These constraints are found in terrestrial remote
sensing and field exploration scenarios, but the motivating
application for this work is planetary exploration, which by
necessity is remotely conducted. Areas inaccessible to existing
rovers are gathering increasing interest, including steep hills,
ravines, or rubble-filled caves. A variety of possible systems
to reach these have been proposed, among them hoppers [2],
climbers [3], and rotorcraft [4]. Typically deployed as small
daughtercraft, these commonly share the constraints of low
size, mass, and power, as well the need to withstand the
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Fig. 1. Top: Montage of the two prototype microscopes built for this work.
Inset A: A transparent LCD is used to control the aperture and therefore the
viewing direction without physical motion. Inset B: A constellation of LEDs
surrounding the objective lens is used to control the illumination direction.
Middle: Image of JSC Mars-1 simulant and reconstructed height from fused
MYVS and PS data. Bottom: Synthetically lit scenes from PS data with a single
light source placed at (L to R): 30° elevation from the left; 60° elevation
from beneath; 30° elevation from the right. These rendered views do not
correspond to the captured data which are illuminated from 22.5° and 45°.



shock of landing or emplacement. Interest in this paradigm has
resulted in many designs of robotic explorers, but little work
has been done to adapt scientific instrumentation. To fill this
role, compact, efficiently battery powered, solid-state payloads
must be developed which can provide the deep scientific
insights desired from these environments.

Our 3D microscopic imager consists of a single optical
pathway and has no moving parts. Instead, it incorporates
two complementary mechanisms for deriving 3D information:
A transparent liquid crystal display (LCD) in the optical
pathway enables a programmable aperture and thereby view-
point, while a hemispherical constellation of light emitting
diodes (LEDs) allows control of the incident illumination
from varying angles. This combines concepts from multi-
view stereo imaging and gonioreflectometry to permit 3D
reconstruction and surface reflectance modeling as shown in
Fig. 1. Our benchtop prototype provides approximately 1 pm
horizontal spatial resolution and 5 pm vertical 3D reconstruc-
tion resolution. We further present the design of a miniaturized
version fitting within a volume of 300 cm?® and weighing less
than 150 g made from commercial-off-the-shelf parts. With
improved packaging, we are confident 150 cm® and 100 g is
possible, placing it well within the required parameter space
for ruggedized miniature remote sensing payloads such as
our projectile-delivery concept shown in Fig. 2. While the
performance of this miniaturized version is not yet studied
in detail, its fundamentally identical optical concept and our
initial testing suggest that the same performance can be
expected. We additionally neglect integrated computing and
data transmission, however this should present little hurdle in
any final application given the state of contemporary micro-
electronics.

We rigorously validate the efficacy of our device for 3D
reconstruction by nanofabricating a novel fiducial target whose
geometry was specifically designed to test differing sources of
error. With this 3D-fiducial, we demonstrate performance com-
parable to a lab-grade microscope which relies on precision
mechanical motion to recover height information. We further
demonstrate imaging of a number of planetary soil simulants
characteristic of the surface of the Moon, Mars, and an asteroid
to illustrate the value of 3D microscopy in field contexts.
Finally, we enumerate several of many potential capabilities
of such a device, including soil grain classification to identify
the regional makeup of a given sample and our ambitious
plans to extend this work by incorporating more advanced
computational techniques for reconstruction and rendering.

Such a device could provide a revolutionary increase in
contextual awareness for scientific and inspection tasks in
which the subject specialist cannot be present at the location
of the sample, as in planetary exploration or generally any
remote hazardous area. Dynamic 3D renderings of an object
from multiple viewpoints (as this enables), can provide a level
of immersion similar to holding an enlarged version of the
object in one’s hand, even from across the solar system.

A. Related work

Robotic remote sensing, particularly in planetary explo-
ration, has long been a fertile proving ground for numerous

Fig. 2. Miniaturized prototype microscope installed as a rover-deployed
projectile payload, demonstrating a remote sensor concept for hazardous
terrain inaccessible to the parent vehicle.

sensors providing insight, often through clever indirect mea-
surements into the structure, formation, and potential habitabil-
ity of other planets. For various reasons including risk aver-
sion and limited onboard processing, uses of computational
imaging have been limited to relatively common techniques
such as stereoscopic photography, mosaicing for panorama
generation, stacking of differently filtered exposures for multi-
spectral imaging, and dewarping of images in systems using
hemispherical lenses or mirrors for wider situational awareness
around the vehicle [5]. As miniaturization and power efficiency
of electronics continue to progress, these applications present
a ripe opportunity for broadly increased uses of computational
imaging.

Microscopy is a highly desirable capability in field explo-
ration, an early example of which is the hand-held Apollo
Lunar Surface Close-Up Camera carried by the Apollo 11 and
12 missions, which provided stereo pairs with 80 um resolution
of the Moon’s surface [6]. The more recent Mars rovers are
likewise no exception, each including a microscope mounted
on an extending instrument arm. The Microscopic Imager
(MI) instrument on the Mars Exploration Rovers (Spirit and
Opportunity) provide images with magnification up to 30 pm
per pixel [7], and the more advanced MAHLI instrument
on Curiosity provides an increased 14 um per pixel [1]. Our
device is intended to operate in a more diminutive scale
regime suited to examine the structure of individual regolith
grains. Prior grain size studies of Apollo lunar mission samples
found median grain sizes ranging from approximately 30
to 100 um [8]. Recently, compact micro-rovers suitable for
remote deployment from a parent vehicle such as the JPL
PUFFER [9] have been proposed, along with the use of a
macro lens attached to a smartphone-scale CMOS camera to
form a remote microscopic imager. Similar constructions have
been used for in-situ animal brain fluorescence imaging [10].

Traditionally, sample inspection microscopy is conducted
using a stereo microscope having two distinct optical paths,
providing images from two separated viewpoints providing the
user slightly shifted images to either eye. 3D reconstruction
can in principle be attained from this information using stereo



disparity correlation. Stereo imaging is a special case of light-
field or multi-view imaging, a now highly popular technique
for geometric reconstruction [11]. Since multi-camera setups
are cumbersome, existing work has reduced this to a sin-
gle optical path using a coded or programmable aperture,
providing an analogous perspective shift as the aperture is
varied, using for instance an LCD [12]. Another means is
to insert a microlens, or lenslet, array generating an image
similar to that of a compound arthropod eye. This has seen
use in both microscopy [13] and recently marketed commercial
plenoptic cameras such as the Lytro Light-Field Camera.
This allows for limited virtual refocusing but greatly reduces
the effective image resolution. With stereo microscopy now
primarily relegated to live inspection by human operators,
more commonly a so-called z-stack of images is captured
at varying focus distances, from which structure is recovered
using depth-from-defocus techniques [14]. This requires only
one optical path but relies on moving either the sample or
lenses with precision linear actuators. Recent advances have
enabled forming this z-stack optically, but requires complex
systems currently only suitable for laboratory use [15]. In
this work, we adopt the use of light-field imaging with a
programmable LCD aperture to produce images from different
perspectives at the full camera resolution.

Our imaging is further enhanced with controlled illumi-
nation. Deriving additional information from the effects of
varied illumination has found use in diverse imaging appli-
cations. A general class of approaches under the umbrella
of photometric stereo [16] (known as shape-from-shading for
a single image) takes advantage of the varying appearance,
particularly shadowing, of objects of based on their height
and orientation as illumination is changed, enabling geometric
reconstruction [17]. Such methods have previously been used
in space applications such as 3D mesh enhancement for
planetary environments [18], where the sun acts as a powerful
varying light source. This concept has also been applied to
microscopy [19] where reproduction of fine microstructure has
been demonstrated for opaque samples. Beyond shape recon-
struction, variable sample illumination provides rich informa-
tion on important optical properties such as specularity and
translucency which greatly aid specialists in the classification
of objects in the sample.

The fusion of direct 3D measurements with photometric
stereo has been previously demonstrated, e.g. by the use of
a temporal stereo triangulation scanner for the initial depth
measurement [20]. In this work, we adapt these methods to
the microscopy context which to our knowledge has not been
previously done, and especially not in a portable system suit-
able for in-situ measurements. The use of thick non-transparent
samples (e.g. rocks) further distinguishes our application from
recent fluorescence and confocal microscopy research, requir-
ing a reflectance rather than transmissive optical approach.

II. PHYSICAL DEVICE
A. Design

The microscope forms a magnified image with two lenses.
The objective lens gathers the light from a sample in the focal
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Fig. 3. Optics of microscope with programmable aperture. Two objects (disks)
and their apparent position in the focal plane (crosses). Objects outside the
focal plane shift due to parallax when the aperture is moved off-axis.
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Fig. 4. Geometry of illumination and optics at the focal plane.
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plane and the tube lens focuses this onto a camera sensor in
the image plane. A programmable aperture is placed behind
the objective lens which only lets a subset of the rays from the
sample reach the camera. To achieve telecentricity the aperture
is positioned one focal length behind the objective lens [13].
This ensures the image of an object is captured from the same
angle irrespective of its position in the field of view (FOV) and
that the size remains constant if the object is moved towards or
away from the objective lens. (Telecentricity is not required but
will be assumed to simplify the analysis.) Objects protruding
from the focal plane appear to shift position if the aperture
is moved off-axis, as shown in Fig. 3. This parallax shift p
depends linearly on object height h as

a
p=nh 7. (1)
where a is the aperture distance off-axis and f, is the objec-
tive lens focal length. The aperture diameter d controls the
diffraction spot size r [21] and DOF of the image:

fo fo\?
= \= DOF =2X\ | — 2
r ¥ d 2
where A ~ .5 um is the wavelength of visible light. To achieve
deep focus required for many samples the aperture should be

kept small (e.g. f,/d =~ 10; r = 5um, DOF = 100 um) but



the programmable aperture provides flexibility for shallower
images with higher resolution depending on the sample.
Reflectometry is realized with several individually con-
trolled LEDs fixed on a hemispherical surface, shown in Fig. 4.
By controlling both the active LED and the aperture position
the incoming and reflected beam directions are determined,
effectively forming a gonioreflectometer. The limited angular
reach is significantly remedied by acting at the microscale
where the shape of the sample can be exploited. By measuring
the same object (e.g. a pebble) at several points with different
normal directions the missing angles can be “filled in.”

B. Implementation

Fig. 1 shows the prototypes created for this work. The data
presented is from the benchtop version, however, the miniature
is optically similar and has been tested to work as expected.
The miniature weighs 136 g and measures 8x6x6 cm?. The
benchtop version uses a Plan N 10x/.25 f, = 18 mm objective
lens [Olympus, Japan] and a HF75HA-IB f; = 75mm tube
lens [Fujifilm, Japan] mounted to a Manta G-146C camera
[Allied Vision, Germany]. The transparent LCD DOGM128S-
6 [Electronic Assembly, Germany] and VLHW4100 narrow
beam white LEDs [Vishay, USA], both controlled from a
Teensy 3.2 microcontroller [PJRC, USA], form the aperture
and illumination systems. The miniature uses a f, = 12mm
49-656 objective lens [Edmund Optics, USA], a f; = 50 mm
HF50HA-1B tube lens [Fujifilm, Japan], a uEye UI-5254LE
camera [IDS, Germany], and retains the other components.

For the benchtop prototype the camera pixel size of 4.65 pm
and the magnification M = 75/18 = 4.2 gives a digital
sampling of 1.12 um/px. Throughout this work, we capture
images from twelve d = 1.5 mm aperture disks in a non-
overlapping hexagonal pattern, giving an expected spot size
and DOF of » = 6 um and DOF = 144 pm respectively.
However, the programmable aperture lends the flexibility to
image with larger focal ratio and therefore resolution up to
r =1 pm is readily available for suitable samples.

III. 3D RECONSTRUCTION

Images captured with varying observation angles (pro-
grammable aperture) and illumination angles (controlled light-
ing) provide two independent methods for shape estimation.
First, the parallax between all aperture positions is used to
directly estimate a height-map using in a multi-view stereo
(MVS) algorithm. Second, the varying intensity of the sample
during different lighting conditions is used to estimate the
normal vectors with a photometric stereo (PS) algorithm.
Finally, these results are fused to a single shape estimate. Fig. 6
provides an example of the reconstruction process which is
detailed in this section.

A. Multi-view stereo (MVS)

An MVS correlation algorithm is implemented to recon-
struct the height map of the sample. The correlation score
for a candidate height is measured by translating the image
pair according to (1), and calculating the normalized cross
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Fig. 5. Extracting a pixel’s MVS height and quality. The 66 individual NCCs
and the mean NCC are shown. The peak of the mean NCC determines the
pixel height and correlation quality.
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Fig. 6. 3D reconstruction steps for the 3D-fiducial presented in Section IV-B.
Top: Height-map and correlation quality (< .25 blank) recovered from MVS.
Middle: Normal vector slant angles and quality score (< .25 blank) from PS.
Bottom: Fused MVS and PS height-map and the ratio of MVS to PS quality.

correlation (NCC) between the images for a small window
centered around each pixel. The NCC between two windows
with pixel values a; and b; respectively is defined as [22]:
2_ilai —a)(bi —b)

Vil — @)2 3, (b — b2

where bar denotes the mean. The NCC is calculated using a
15x15 pixel window and for every unique aperture pair. The
mean of the NCC across all aperture pairs is found and the
candidate height with the greatest mean NCC is taken to be the
height h at this pixel. The quality of the correlation is taken
as the difference between the greatest and median value of the
mean NCC. This process, as demonstrated in Fig. 5, effectively
rejects spurious correlation in individual image pairs, allowing
correlation with a small window. The height map is refined
by discarding all points with quality below .25 and applying
Garcia’s robust automated smoothing [23] with the quality as
weights on the remaining points to “inpaint” the discarded
z-values and remove outliers.

NCC(a,b) =

3)




B. Photometric stereo (PS)

Recovery of normal vectors is performed by classical
PS [16] formulated as a matrix equation with a Lambertian
reflectance model. This choice of model allows normal vector
recovery on a pixel-by-pixel basis with little computational
time.

Consider illuminating a sample with normal vector i by a
point light source from direction 1. In the Lambertian model
the intensity must satisfy:

i=pl-n 4)

for some scalar p. With measurements of the intensity i =

1,19, , ;| produced for each individual light source L =
il,ig, ‘e ,im , the normal vector is estimated by finding the
least-squares solution n = pi to:

LTn=i (3)

This is extended to solve for the P pixels in the image at
once by forming a P x m matrix I of measured intensities
and solving for N in a least-squares sense:

L'N=1 (6)

where the 3 x P matrix IN represents the normal vector at
each pixel multiplied by some scalar (p). By normalizing this
gives Ny at every pixel k.

The quality of the normal vector for pixel k is primarily
characterized by the root-mean-square residual:

Rk = l(ik - LTl’lk)2 (7)

m
Two heuristic factors are also included in the quality scoring of
fiy.. Very large slant angles 6, = cos~!(7.) were found to be
poorly reproduced and are therefore penalized. Additionally, to
preserve discontinuities in the height-map, edges are penalized
by finding large changes:
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where differentiation is attained by the Sobel [24] operators:
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The PS quality score is now defined as:

Qs = 2 BE/ D 9= (Ok/80%)7 o=(6ni/D)*  (10)

Normal vectors with quality below .25 are discarded.

C. Height and normal vector fusion

Ideally, the measurements of MVS and PS agree every-

where:
oz Mg e

afE k ﬁz,k

oz
oy |,
In reality however, the success of the respective measurements

are highly dependent on the features present in the sample.
MVS and PS measurements are complementary, as smooth

_ Ny

Nz k

Y

monotone areas are well reproduced by PS but difficult for
MYVS, and vice versa. We take advantage of this fact by
fusing the measurements with an adaptation of Nehab et al.’s
method [20] to telecentric geometry and with weighted mea-
surements. In the low-quality measurement regime this method
can be interpreted as finding the surface which agrees with
the MVS height-map at points where MVS quality is com-
paratively good, and spanning the remaining areas with the
surface which best follows the PS normal vectors.

Let the measured MVS height-map be reshaped to a P x 1
vector zMV5, and form the local slopes measured by PS sV =
—f, /T, and syPS = —7, /M., also shaped to P x 1 vectors.
Differentiation is approximated by the sparse P x P matrices
T, and T, which, when acting on z, calculates the Sobel
operators, see (9). Furthermore, let Qyys and Qpg be P x P
diagonal matrices with the MVS and PS qualities respectively.
The cost function to be optimized is now formed as:

Ex(2z) =X?||Quvs (z — zMV5)

+ HQPS (sz — SES)

+11Qps (Tyz —s,7)

where A is a scalar which determines the equivalence of MVS

and PS deviation. Heuristically we find that A = .05 rad/pum

(about 3°/um) gives good fusion and is used throughout. The

surface minimizing this function, Z = arg min, F(z), is the
ordinary least squares solution to the matrix equation:

2
|
I (12)

I

AQmvs AQurvszMVS
QpsT, | z= Qpsst® (13)
QpsT, Qpss}®

In which the matrix is 3P x P and sparse with 13 P nonzero
elements, which is readily solved with standard sparse solvers.

IV. EXPERIMENTAL EVALUATION
A. Calibration

A standard microscope scale was imaged to confirm the
expected pixel scale of 1.12um/px in the plane. To calibrate
the z-dimension a 2D-grid was placed on a micrometer-driven
linear stage and moved in steps of 10 um, see Fig. 7. The MVS
algorithm of Section III-A was applied to the data, with the
correlation window set to the full image size. The measured z-
scale of 1.26 um/px is slightly larger than the expected value
due to our prototype not being perfectly telecentric. The RMS
residual of the fit, 1.9 um, represents a lower bound on the
MVS correlation accuracy.

MVS z (pixels)

-150 -100 -50 0 50 100 150
Actual z (pm)

Fig. 7. The 200 um square grid shown on the left was moved axially with a
linear stage to calibrate the MVS height-maps.



Fig. 8. Top: Macro-image of the manufactured 3D-fiducial next to a US penny
for scale. Bottom row: The three versions of the device used for performance
evaluation in this work. Corroded by (L to R): Oxygen (O) plasma for 75s;
sulfur bath followed by O plasma for 30s; O plasma for 45s.

B. 3D-fiducial design and manufacturing

To our knowledge, there exists no suitable microscopy 3D-
fiducials to quantitatively calibrate and test reconstruction
performance, which has led to previous work either imaging
uncalibrated devices, e.g. a small capacitor or lenslet ar-
ray [25], or a 2D-fiducial mounted to a wedge [26]. Therefore,
a significant effort was put into design and nanofabrication of
a novel device for this purpose, shown in Fig. 8. The 3D
model is available as supplementary material and is suitable
for scaling up or down to match other imaging systems. The
version used here is intended for measuring a 1x1 mm? field
of view with 100 um depth. The 3D-fiducial includes three sets
of test features intended to test different important properties
of the reconstruction:

1) A checkerboard with 5050 um? fields and 50 um depth
to measure distortion across the field of view, the
uniformity of the reconstruction, and the accuracy of
reproducing simple features.

2) 18 slanted planes with randomly chosen angles and
directions to measure the accuracy of normal vector
reproduction and complex shape reproduction.

3) Four hemispheres with radii of 75um and 100 pm to
measure the full range of normal vector reproduction,
and the reconstruction of smooth shapes.

The fiducials were manufactured in a commercial Photonics
Pro. GT two-photon polymerization 3D printer [Nanoscribe,
Germany] using 500 nm layer height on an ITO (Indium Tin
Oxide) coated glass substrate. 5nm of chromium followed
by 100nm of silver was sputtered onto the surface. Several
of these silvered fiducials were created and subsequently
corroded using different methods to provide a range of chal-
lenging devices to test our system. The three final subjects
provide a full range of reflectance properties for PS, from dull
to highly specular. They further provide a challenge for MVS
with relatively little micro-texture compared to real materials.

Fig. 9. Top: Reconstructed 3D-fiducial (O long) with image texture added.
Bottom: Render of the 3D-fiducial from the same viewing direction.

TABLE 1
MEAN ABSOLUTE ERROR IN pm FOR RECONSTRUCTION OF THE
3D-FIDUCIALS. RESULTS ARE PRESENTED FOR THE FULL FIDUCIAL, AS
WELL AS THE THREE TEST SECTIONS. AS REFERENCE THE FULL FIDUCIAL
MEASURED BY A COMMERCIAL MICROSCOPE Z-STACK IS INCLUDED.

Fiducial Our MVS+PS fusion error in microns: Zeiss
version: Checker ~ Planes  Hemisph. Full | z-stack:
O3 long 1.9 4.9 7.1 11.0 17.2
LoS+02 2.2 6.1 5.6 14.4 6.0
Og short 2.1 6.4 9.1 13.1 10.0
Average 2.1 5.8 7.3 12.8 11.1

C. Commercial reference microscope

The finished fiducials were measured in a conventional
commercial microscope to verify their properties and provide
a comparison to our methods. This was done with an Axio
Imager M2m microscope with an EC Epiplan 5x/.13 objective
and an Axiocam ICc5 camera [all from Zeiss, Germany].
This resulted in images with .69 um/px resolution and an
approximate DOF of 15 um, from (2). A focus stack consisting
of 31 images separated by 5 pm was recorded and the Fiji [27]
plugin Stack Focuser was used with a 5x5 pixel window to
create a height-map. Finally it was smoothed with a Gaussian
blur (standard deviation of 3 pixels).

V. RESULTS
A. 3D performance

By application of the fused MVS and PS method presented
in Section IIl to data captured from the 3D-fiducials the
resulting shape can be quantitatively evaluated compared to
the ground-truth shape of the fiducial, shown in Fig. 9. The
mean absolute error (MAE) is used as performance metric,
presented in Table I. Measurements of the test features show a
precision of around 2 pm and 7 um for simple and challenging
shapes respectively. Additionally, measurements of the full
fiducial shape (all features and the base) shows a global
accuracy of 13 um, similar to the performance attained from
the commercial reference microscope z-stack. Although not
directly measured, these results and the z-calibration residual
(1.9 um RMS) suggest a height resolution of around 5 pm.



Qualitatively we also observe that the reconstructed surfaces
closely resemble the underlying shape, with excellent preser-
vation of smooth shapes (hemispheres), good handling of
discontinuities, and a consistent result across the checkerboard
pattern. Steeply slanted planes and the dark areas between the
checkerboards are found most difficult to reconstruct, however
the degradation of these areas is handled well, by resulting in
less steep slanted planes and cup-shaped holes between the
checkerboards respectively.

B. Planetary simulant results

We have imaged a large catalog of planetary regolith simu-
lants to test the system in field-like situations. In Figs. 10-12
we present data from three samples of research simulants for
an asteroid, Mars, and the Moon respectively. In these real-
world scenarios we observe an MVS correlation quality which
is on average 2x that of the fiducials, while the PS quality is
around 20% better — implying that we can attain at least the
measured performance on real samples.

These results show the striking microscopic difference be-
tween samples which with lower resolution look similar. Sev-
eral similarities and differences can be picked out even by an
untrained observer. Especially striking is the white and highly
specular prolate grain to the left in the asteroid simulant.
This sits at an angle and measures roughly 300 um in length
and 100 um in waist width. The asteroid and lunar simulants
share an overall appearance of rough, irregular grains with
several highly specular small protrusions. Contrasting to this,
the major component of the martian simulant is rounded, dull,
red-brown grains ranging widely in size. Scattered around
the sample are various other grains which are dark, rough,
and have a metallic sheen. By closely examining this kind
of features and comparing samples retained from different
regions, a specialist is able to draw detailed conclusions about
the formation and history of major planetary features. To
further aid in this, we demonstrate rendering novel views from
new perspectives (shown here) or lighting conditions (shown
in Fig. 1) which, especially when viewed interactively, provide
immersion and nuance not otherwise possible.

VI. EXTENSIONS AND FUTURE WORK

We envision several avenues of promising future work.
Of special interest to us are in-situ bidirectional reflectance
distribution function (BRDF) recovery and optical material
classification. With a known height-map and normal vector
field already demonstrated, the local lighting and observa-
tion geometry (including occlusions) can be recovered and
a physical reflectometric model fitted to the measurements.
Full modeling allows capturing the finest visual details and
inferring physical sample properties without mechanical actu-
ation, to enable automated sample analysis. These methods
can be greatly enhanced by modifying the system to use
specific wavelengths to exploit spectroscopic features (e.g.
fluorescence) or by measuring the strong polarization effects
of reflected light.

A major hardware goal is to create a device with passive
focusing. A promising concept for this is to place a window

Fused reconstructed height [um]
Fused reconstructed slant [degrees]

Fig. 10. Asteroid simulant DS-7-CR-1 measured in our system. A: Microscope
image with centre aperture and full illumination. B: Rendered oblique view
(30° tilt) from the reconstructed 3D data. C and D: Reconstructed fused
height-map and normal vector slant angles respectively.
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Fig. 12. Lunar regolith simulant JSC-/A, same views as in Fig. 10.



just inside the focal plane for the system to gently rest on. We
have proven the feasibility of this by capturing practically un-
altered data through a sapphire window placed in direct contact
with the sample. Preliminary designs for a handheld prototype
combining this concept with an optics and electronics upgrade
providing a greater field of view have been created. With this
device we seek to further prove the efficacy of our concept as
a tool for exploration.

From a practical standpoint there remain open questions
concerning the device’s tolerance to space environments, es-
pecially radiation and temperature. Understanding if there are
major fault modes and how these can be alleviated or cir-
cumvented remains an interesting topic which could continue
the present trend in expanding electronics capabilities in space
applications.

The 3D-fiducial presented here is intended as a general use
target, giving an overview of the system performance in a
broad range of scenarios. However, we have identified several
possible developments with this manufacturing method. First,
more specialized targets, such as dense lines for direct reso-
lution measurements in all dimensions are possible. Second,
adding random depth micro-texture at the layer thickness
(£500nm) should enable surface roughness more similar
to natural materials. Third, by coating the 3D-fiducial in
materials with known reflection characteristics (e.g. BRDF),
reflectometric calibration and accuracy may also be measured.

VII. CONCLUSION

Future space and terrestrial field exploration increasingly
target hazardous, poorly-accessible areas requiring compact
ruggedized sensor payloads. Towards a means of surface
micro-inspection, we present a novel light-field microscope for
3D reconstruction suitable for highly payload-constrained sys-
tems. Validation against a custom calibration fiducial demon-
strates performance comparable to existing benchtop 3D lab
microscopes, but in a miniature solid-state format. Not only
can this provide distant scientists with an immersive perspec-
tive of the geometry and optical properties of surfaces, but
through further interpretation of the reflectometry can offer
insight into the composition and substructure of constituent
materials. We believe this represents just one of many possible
means of overcoming physical limitations of remotely fielded
sensors via a computational imaging approach.
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